
B1 – Compréhension orale – l’IA 

Transcription du Dialogue sur l'Intelligence Artificielle et correction 

Personne 1 : Bienvenue. Aujourd'hui, on explore ensemble vos sources sur l'intelligence artificielle. On 
va s'appuyer notamment sur une discussion autour du livre Manuel de survie à L’IA d'Edouard Fillias. 
L'idée, c'est de démêler un peu tout ça, de voir plus clair dans ce domaine qui bouge très très vite. Alors, 
pour commencer simple, l'IA, c'est quoi au juste ? D'après ce qu'on lit, en gros, c'est une machine qui 
simule une décision humaine. 

Personne 2 : C'est ça. En fait, le concept n'est pas neuf. Ça date des années 50. 

P 1 : Ah oui quand même. 

P 2 : Mais c'est l'arrivée de l'IA dite générative comme chat GPT par exemple qui a vraiment mis ça 
sur le devant de la scène pour tout le monde. 

P 1 : Oui. Ça a tout changé en termes de perception publique. 

P 2 : Exactement. Et le livre qui est discuté et son but c'est justement de rendre ça plus accessible, 
d'expliquer un peu comment ça fonctionne, à quoi ça peut servir au quotidien et aussi pourquoi c'est 
normal de se poser des questions, d'avoir des craintes. Mais l'idée de fond, c'est quand même 
appropriez-vous cet outil. N'ayez pas peur, c'est une opportunité. 

P 1 : Justement, parlons de l'impact concret des opportunités. Les sources insistent beaucoup là-dessus. 
On voit une adoption assez massive, non ? Surtout chez les jeunes. 

P 2 : Ah oui oui. Les moins de 25 ans, apparemment l'utilisent énormément pour l'éducation. Ça devient 
une sorte de tuteur personnalisé. 

P 1 : Pour apprendre les langues par exemple, c'est mentionné. 

P 2 : Tout à fait et c'est mondial. En Inde, on parle d'une personne sur deux qui utiliserait l'IA. 

P 1 : Une sur deux, c'est énorme. 

P 2 : Oui. Notamment pour le codage informatique, c'est l’IA qui écrit le code en partie. Mais bon, au-
delà de ça, elle est déjà partout, hein. 

P 1 : C'est vrai. 

P 2 : Nos GPS, les recommandations d'achat sur les sites web et maintenant ben sur nos téléphones, ça 
nous aide à écrire des messages, des emails. 

P 1 : D'accord. Mais cette omniprésence et là je reviens au titre manuel de survie, ça pose question, 
non ? Est-ce qu'à force d'être assisté, surtout pour apprendre, on ne risque pas de devenir dépendant, 
de perdre certaines capacités ? 

P 2 : Ah bah, c'est exactement le point soulevé. Le risque de dépendance est réel. L'idée derrière le 
concept de survie, c'est bien ça, il faut maîtriser la technologie pour ne pas la subir. 

P 1 : Rester maître à bord en quelque sorte. 

P 2 : Voilà. Conserver notre indépendance intellectuelle, savoir encore écrire sans aide, chercher une 
information sans passer par une IA. La discussion évoque même une certaine forme de rusticité. 

P 1 : Rusticité, c'est-à-dire ? 

P 2 : Bah savoir encore lire un livre papier, tenir un stylo, se débrouiller sans la tech omniprésente. 
C'est trouver un équilibre en fait. 
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P 1 : Je vois. 

P 2 : Parce que d'un côté, il faut adopter la technologie. C'est nécessaire économiquement pour les 
entreprises. C'est même vital pour rester compétitive et de l'autre préserver notre autonomie. C'est tout 
l'enjeu. 

P 1 : Et cet enjeu d'autonomie, il nous mène directement aux craintes plus profondes ce que la source 
appelle l'intelligence artificielle hypothétique. Là, on touche à des questions presque politiques, non ? 
Est-ce qu'on acceptera demain d'être gouverné par une IA ou est-ce qu'on voudra absolument garder 
des humains aux commande, peut-être assistés par l'IA, mais des humains quand même ? 

P 2 : C'est le grand débat qui émerge. Oui, d'un côté, on a la promesse d'une société parfaitement 
optimisée par l'IA pour notre bien supposé. Et de l'autre, ben la nécessité absolue de garde-fou. On 
pense aux trois lois de la robotique d'Asimov. C'était de la science-fiction mais ça raisonne aujourd'hui. 

P 1 : Et on a déjà des exemples concrets qui interrogent d'après les sources. 

P 2 : Oui, tout à fait. L'IA Aladin, chez le gestionnaire d'actifs Black Rock. qui pèse des milliers de 
milliards, des entreprises en Chine comme Net Dragon qui aurait nommé une IA comme PDG. Bon, ça 
reste à vérifier mais l'idée est là. 

P 1 : Il y a aussi l'usage militaire qui est mentionné. 

P 2 : Oui, la Chine qui envisagerait l'IA pour certaines opérations militaires où l'utilisation déjà actuel 
de l'IA pour les drones de combat notamment en Ukraine. Ça pose d'énormes questions éthiques. 

P 1 : C'est vrai que la science-fiction a beaucoup exploré ça. Je pense à Al 9000 dans 2001 ou même 
Ultron chez Marvel. 

P 2 : Exactement. 

P 1 : Ces IA qui deviennent amoral, dangereuses parce qu'elles suivent leur propre logique sans nos 
repères éthiques. 

P 2 : Tout à fait. Et ces fictions comme la discussion qu'on analyse souligne ce besoin crucial de contrôle 
humain. Faut-il imaginer des IA gardiennes pour surveiller d'autres IA ? Et surtout, insiste la source, il 
faut conserver la capacité de débrancher le fameux bouton off. 

P 1 : le bouton rouge. 

P 2 : Voilà, c'est un message qui semble essentiel alors qu'on voit se multiplier les sommets mondiaux 
sur la gouvernance de l’IA. 

 


